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Abstract
Extracting variable definitions is challenging due to variability across fields. This
study focuses on chemical process-related documents, proposing a two-stage
fine-tuning method: first, learning common description patterns from multiple
domains, and second, specializing in chemical processes. We tested our method
on five BERT models, and it outperformed single-stage fine-tuning in all but
DeBERTaV3large. DeBERTaV3large fine-tuned with limited data, achieved 85.4%
accuracy and 84.0% F1 score. Our results suggest that the proposed method is
effective under limited data and computational resources and that only small
datasets are sufficient to fine-tune DeBERTaV3large.

Keywords: information extraction, mathematical language processing, domain
adaptation, BERT model

1 Introduction
The automated extraction of mathematical expressions, including variables and formu-
las, from scientific documents is crucial for diverse applications ranging from document
summarization to mathematical information retrieval. As the volume of scientific lit-
erature grows, the demand for efficient and accurate processing of these documents
becomes increasingly critical. This study focuses on variable definition extraction from
chemical process-related documents, which aims to extract a definition from a given
text associated with a variable symbol. Recent variable definition extraction meth-
ods have employed large-scale models like Bidirectional Encoder Representations from
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Fig. 1 A schematic diagram of the variable definition extraction method using a BERT model.

Transformers (BERT) [1] and SciBERT [2], which enhance the capability to handle
complex language patterns [3]. However, existing methods still struggle with precisely
extracting variable definitions, often due to the limited domain-specific data.

This study proposes a two-stage fine-tuning method to bridge the gap between
general language understanding and domain-specific needs. The contributions of this
paper are threefold. First, we introduce a high-performance method for extracting vari-
able definitions from chemical process-related documents. Second, we demonstrate the
effectiveness and limitations of two-stage fine-tuning. Third, we identify and discuss
the problems of our methods, proposing potential enhancements for future research.

2 Method
The variable definition extraction method utilizes a BERT model to extract defini-
tions associated with specific variables from scientific texts. The schematic diagram
of the proposed method is illustrated in Figure 1. The method begins by preprocess-
ing the input text to replace the target variable symbol with a special token [target],
ensuring the model can focus on the context of these tokens during training. The text
is then tokenized using BERT’s tokenizer and fed into the model. The BERT model
processes the input and output probabilities for each token, being the start and end of
a definition. The sequence with the highest combined probability under the constraint
that the start token precedes the end token is selected as the extracted definition.

To address variations across different domains, we employ a two-stage fine-tuning
approach. Initially, the model is trained on a diverse dataset across several disciplines.
This dataset is chosen for its broad coverage of scientific terminology and concepts,
providing the model with a general understanding of variable definitions across vari-
ous fields. This stage lays the foundation for the specialized training that follows. In
the second stage, the fine-tuning focuses specifically on chemical process-related doc-
uments. This dataset comprises specialized terms and variable definitions prevalent
in chemical engineering literature. Training on this dataset allows the model to adapt
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to the specific linguistic and structural nuances of chemical process documentation,
enhancing its ability to extract relevant information accurately.

Our experiments utilize two datasets, DSymlink and DProcess. DSymlink is compiled
from 101 papers across five fields: information science, biology, physics, mathematics,
and economics [4]. It encompasses a total of 16,642 variables, of which 11,462 have def-
initions. DProcess includes 47 papers from five chemical processes: biodiesel production
(BD), crystallization (CRYST), continuous stirred tank reactor (CSTR), Czochralski
(CZ), and shell and tube heat exchanger (STHE). It consists of 2,028 variables, 1,276
of which have definitions. We split DSymlink and DProcess into training, validation, and
test datasets and evaluate the performance of models on the test datasets of DProcess.

Our experiments used five pre-trained models: BERTBASE [1], BERTLARGE [1],
SciBERT [2], DeBERTaV3base [5], and DeBERTaV3large [5]. Each model is fine-tuned
for three epochs using the Adam optimizer [6] with a learning rate of 5×10−5, a batch
size of 16. At the end of each stage, the best-performing models based on validation
loss are selected for further training and final evaluations. Results are averaged over
five random splits of the datasets to ensure the robustness of the performance metrics.

3 Results and Discussion
Table 1 presents the results, showing performance improvement with the proposed
method over single-stage fine-tuning using DSymlink and DProcess. When utilizing
DeBERTaV3base as the base model, the two-stage fine-tuned model and the model
fine-tuned on DProcess yield comparable results. Notably, DeBERTaV3large fine-tuned
on DProcess achieves the highest performance, with an accuracy of 85.4% and an F1
score of 84.0%. In one of five experiments, DeBERTaV3large fine-tuned using the pro-
posed method surpassed that fine-tuned on DProcess. DeBERTaV3large fine-tuned on
DProcess generally outperforms two-stage fine-tuned models, indicating its effectiveness
with a small dataset and potential improvements with different fine-tuning strate-
gies. It can be concluded that DeBERTaV3large is ideal without size constraints, while
DeBERTaV3base fine-tuned with the proposed method is best for lightweight needs
for variable definition extraction.

4 Conclusion
This study introduces a high-performance method for extracting variable definitions
from chemical process-related documents using a two-stage fine-tuning approach. The
proposed method outperformed single-stage fine-tuning except for DeBERTaV3large.
DeBERTaV3large fine-tuned on DProcess achieved the highest performance, indicating
its effectiveness with small datasets. Our findings suggest that appropriate data uti-
lization strategies may differ with model size in the standard setting of downstream
tasks, where both general large and domain-specific small datasets are available.
Future research should explore strategies to optimize performance across various
models and domains.
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Table 1 Variable definition extraction results. #Fine-tuning refers to the number of fine-tuning
stages. The parentheses indicate the datasets used for fine-tuning. Each value is shown in %.

Base model #Fine-tuning Acc. Rec. Pre. F1

BERTBASE
one (DProcess) 73.3 68.9 67.7 68.3
one (DSymlink + DProcess) 66.9 66.6 60.8 63.5
two (DSymlink + DProcess) 74.4 75.7 67.8 71.4

BERTLARGE
one (DProcess) 74.6 68.3 69.6 68.9
one (DSymlink + DProcess) 70.5 70.3 63.6 66.8
two (DSymlink + DProcess) 77.8 76.5 73.0 74.6

SciBERT
one (DProcess) 78.6 76.3 73.2 74.7
one (DSymlink + DProcess) 71.5 72.8 66.0 69.2
two (DSymlink + DProcess) 79.7 78.5 74.9 76.6

DeBERTaV3base
one (DProcess) 82.1 82.3 78.0 80.1
one (DSymlink + DProcess) 74.3 80.8 68.6 74.2
two (DSymlink + DProcess) 81.9 83.3 77.9 80.5

DeBERTaV3large
one (DProcess) 85.4 84.6 83.5 84.0
one (DSymlink + DProcess) 76.4 80.6 71.3 75.7
two (DSymlink + DProcess) 82.0 84.1 78.2 80.9
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